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Structure and stability of RNA/RNA kissing complex: with application to HIV dimerization initiation signal

SONG CAO and SHI-JIE CHEN

Department of Physics and Department of Biochemistry, University of Missouri, Columbia, Missouri 65211, USA

ABSTRACT

We develop a statistical mechanical model to predict the structure and folding stability of the RNA/RNA kissing-loop complex. One of the key ingredients of the theory is the conformational entropy for the RNA/RNA kissing complex. We employ the recently developed virtual bond-based RNA folding model (Vfold model) to evaluate the entropy parameters for the different types of kissing loops. A benchmark test against experiments suggests that the entropy calculation is reliable. As an application of the model, we apply the model to investigate the structure and folding thermodynamics for the kissing complex of the HIV-1 dimerization initiation signal. With the physics-based energetic parameters, we compute the free energy landscape for the HIV-1 dimer. From the energy landscape, we identify two minimal free energy structures, which correspond to the kissing-loop dimer and the extended-duplex dimer, respectively. The results support the two-step dimerization process for the HIV-1 replication cycle. Furthermore, based on the Vfold model and energy minimization, the theory can predict the native structure as well as the local minima in the free energy landscape. The root-mean-square deviations (RMSDs) for the predicted kissing-loop dimer and extended-duplex dimer are ~3.0 Å. The method developed here provides a new method to study the RNA/RNA kissing complex.
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INTRODUCTION

RNA function is not solely determined by a single native structure; the alternative structures are also functionally important (Schultes and Bartel 2000; Nagel and Pleij 2002; Tucker and Breaker 2005). Predicting RNA structure and conformational changes requires a model for the folding free energy landscape. The development of a predictive model for the structure and energy landscapes of RNA–RNA complexes is strongly motivated by the widespread biological applications from mRNA splicing to microRNA-target recognition (Madhani and Guthrie 1994; Brunel et al. 2002; Lai 2003; Bartel 2004). During the mRNA splicing process, RNA–RNA complexes formed by small nuclear RNAs undergo multiple structural rearrangements in the different steps of splicing (Madhani and Guthrie 1992; Sashital et al. 2004; Cao and Chen 2006a; Sashital et al. 2007; Mitrovich and Guthrie 2007; Valadlkhan 2007). The importance of understanding and predicting RNA–RNA binding is also highlighted by the rapidly growing research on microRNA functions in post-transcriptional gene regulation. In microRNA-mediated gene regulation, short RNA molecules (microRNAs) bind to gene targets (at 3' untranslated regions of target mRNA transcripts) to regulate gene expression. Emerging evidence suggests that microRNA–mRNA target recognition is determined not only by the local sequence complementarity at the binding site but also by the global (nonlocal) interplay between intermolecular and intramolecular base pairing. Incorporating the intermolecular and intramolecular competition in the model can lead to improvement in the predictions for microRNA activity (Didiano and Hobert 2006; Long et al. 2007). In addition, RNA–RNA dimerization has been found to play an important role in viral replication. For example, two copies of a genomic sequence have been proposed to play a critical role in the initiation of HIV-1 viral replication. Many RNA–RNA dimers are stabilized by tertiary interactions such as kissing-loop interactions and pseudoknotted interactions between the RNAs (Paillart et al. 1996, 2004; Jossinet et al. 1999; Kolb et al. 2000a,b, 2001a,b; Russell et al. 2004). The RNA–RNA interactions mentioned in the above biological processes demonstrate...
the need to have a model that can treat (1) conformational changes, (2) complex interplay between intermolecular and intramolecular base pairing, and (3) kissing interactions in RNA–RNA complexes.

Motivated by the biological significance of RNA–RNA interactions, several computational methods have been developed to predict the structures and stabilities of RNA/RNA complexes (Mathews et al. 1999; Lewis et al. 2003; Dimitrov and Zuker 2004; Rehmsmeier et al. 2004; Andronescu et al. 2005; Bernhart et al. 2006; Dirks et al. 2007). Similar predictive tools for DNA/DNA hybridization can be found in the DNA software package (SantaLucia and Hicks 2004). A number of these methods can treat intermolecular and intramolecular competitions (Andronescu et al. 2005; Bernhart et al. 2006; Cao and Chen 2006a). These models enable predictions of two-dimensional structures (base pairs) for the binding between small nuclear RNAs, between ribozyme and substrates, and between microRNAs and the targets. However, these methods are restricted to treat only RNA secondary structures (Lewis et al. 2003; Dimitrov and Zuker 2004; Rehmsmeier et al. 2004; Andronescu et al. 2005; Bernhart et al. 2006; Dirks et al. 2007) and cannot treat pseudoknotted structures such as the tertiary folds formed by loop–loop kissing interactions in the dimerization of human immunodeficiency virus type 1 (HIV-1) genomes (Skripkin et al. 1994; Laughrea and Jetté 1994; Li et al. 2006, 2008). We note that a recently developed model based on partition function calculations can account for complex kissing interactions (Huang et al. 2009). The importance of including the kissing interactions underscores the need to develop a rigorous free energy model for the formation of such structural motifs. Kissing loops can cause cross-linkage between different helices and between helices and loops. As a result of the cross-linkage, the folding free energy of the system becomes nonadditive; i.e., the total stability of the structure is not the simple additive sum of the stability of each structural subunit (Dill 1990). To account for the nonadditive free energy, especially the entropy, we need a physical model. Such physical entropy models have been shown to give an improved prediction for simple H-type pseudoknots (Cao and Chen 2006b, 2009; Andronescu et al. 2010; Sperschneider and Datta 2010; Sperschneider et al. 2011).

The evaluation of the conformational entropy is effectively a problem of counting the three-dimensional (3D) structures. In a previous study, we used a virtual bond-based coarse-grained RNA folding model (Vfold model) (Cao and Chen 2005) to evaluate the entropies and the free energies for RNA–RNA complexes at the level of secondary structures (Cao and Chen 2006a). The model was able to calculate the free energy landscape for secondary structures, which led to several predictions for the structures and conformational switches. Applications of the model to the yeast U2-U6 spliceosomal RNA complex showed two energetically favorable structures competing with each other. Moreover, the competition between inter- and intramolecular interactions causes conformational switches between the alternative structures. The predicted conformational switches might be related to the catalytic functions of the different stages of mRNA splicing.

In the present study, inspired by the biological significance of tertiary structural folds of RNA–RNA complexes, we apply the Vfold model to treat RNA–RNA kissing complexes. We evaluate the entropy parameters for the different structural motifs with the different (kissing) loop–loop contacts. With the calculated entropy parameters, we develop a model to predict the structure and folding thermodynamics for RNA–RNA complexes. As an application of the model, we will study the energy landscape of the HIV-1 dimerization initiation signal (DIS), which shows the kissing-loop dimer and the extended-duplex dimer coexisting in thermal equilibrium. The theoretical predictions are consistent with the two forms of RNA–RNA complexes observed in crystal and NMR structural measurements (MuJeeb et al. 1998, 1999; Emmifar et al. 1999, 2001; Takahashi et al. 2005; Ulyanov et al. 2006).

Our studies show that the kissing-loop dimer is stabilized by the coaxial stacking of two stems. Experiments find that protein NCp7 can activate the transition from the kissing-loop dimer to the extended-duplex dimer (Muriaux et al. 1996a). We propose that NCp7-binding can destabilize the kissing-loop dimer by inhibiting the coaxial stacking. In addition, we find that the extended-duplex dimer becomes energetically more favorable as the temperature increases, which is also consistent with the experiment (Muriaux et al. 1996b; Takahashi et al. 2000).

MATERIALS AND METHODS

Energetic parameters

For an RNA/RNA complex, while the free energies of base pairs and base stacks can be estimated from the empirical parameters (Turner rules), the evaluation of the loop free energy for a kissing complex requires a theory. Assuming the loop stability is dominated by the entropic component (instead of interaction energies), we can estimate the loop free energy as \( \Delta G_{\text{loops}} = - T \Delta S_{\text{loops}} \), where the loop entropy \( \Delta S_{\text{loops}} \) is determined by the statistics of 3D conformations: \( \Delta S_{\text{loops}} = - k_B \ln(\Omega_{\text{loops}}/\Omega_{\text{coil}}) \), where \( \Omega_{\text{loops}} \) is the total number of conformations of the loops and \( \Omega_{\text{coil}} \) is the number of conformations of the coil state. The present form of the theory assumes weak loop–helicity tertiary interactions, which may contribute a nonzero loop enthalpy to the free energy. For the loop–loop and intraloop interactions, we consider canonical base stacks as well as mismatched base stacks. Here a mismatched stack is formed by a non–Watson-Crick base pair stacked on a Watson-Crick base pair. The energetic parameters for a mismatched base stack is given by the Turner rules. The formation of the loop–loop and intraloop contacts can cause a large reduction in the conformational entropy. Our statistical mechanical model (Vfold) can calculate such conformational entropy parameters through a direct conformational count. In the following, we use a hairpin kissing-loop system to illustrate the method of entropy calculation.
Structural model

The kissing complex consists of three stems and four loops (Fig. 1A). Usually, loop L2 and L4 are short, with ~1 nucleotide (nt) (Ennifar et al. 2001). A short loop favors the formation of coaxial stacking interaction between stems H1 and H2 and between stems H2 and H3, which in turn can stabilize the kissing complex. In order to accurately predict the folding thermodynamics of kissing complex, we first need to estimate the entropy parameter for the formation of the kissing complex.

We model stems H1, H2, and H3 as A-form helices. We use the atomic coordinates of the A-form helix to configure the helices (Arnott and Hukins 1972). The coordinates (r, θ, z) for P, C4, and N1 (or N9) atoms in the helix are (8.71 Å, 70.5 + 32.7i, −3.75 + 2.81j), (9.68 Å, 46.9 + 32.7i, −3.10 + 2.81j), and (7.12 Å, 37.2 + 32.7i, −1.39 + 2.81j) (i = 0, 1, 2, . . .) (Arnott and Hukins 1972). For the other strand, we negate θ and z. We assemble stems H1, H2, and H3 according to the coordinates of 8 nt (a9, a9′, a9′′, b9, b9′, b9′′, b9′′′, and b9′′′′) in the junction. The coordinates of the 8 nt are adopted from the known NMR structure (Ennifar et al. 2001).

The bonds that connect the P, C4, and N1 (or N9) atoms are called virtual bonds. Each nucleotide is represented by three virtual bonds: two bonds for the nucleotide backbone and a third bond for the sugar pucker orientation. A survey of the known RNA structures shows discrete distributions of the (pseudo)torsional angles for the virtual bonds (Olson 1980; Duarte and Pyle 1998; Cao and Chen 2005), and the discrete distribution of the torsional angles can be approximately represented in a diamond lattice. Therefore, we can model loop conformations as self-avoiding walks of the virtual bonds on virtual lattice.

We can also reduce the all-atom structures for the helices using the virtual bonds. Figure 1B shows the virtual bond representation of the assembled stems H1, H2, and H3. The connection between the A-form helix and the discrete loop conformations is realized through an iterative optimized algorithm (Ferro and Hermans 1971) for the coordinates of the four loop–helix interfacing nucleotides (a9, a9′, b9, and b9′) in the junctions. Figure 1B shows a conformation of loops L1 and L3. Both loops L1 and L3 span across the major groove of stem H2.

A key issue in the conformational count (conformational entropy) is the excluded volume interaction between loop and helix and between the different loops. Loop–helix excluded volume effect requires an accurate description of the helical structure. For example, for a loop (L1 or L3) that spans across a helix H2, the helix structure causes a nonmonotonic behavior of the loop conformation: the end–end distance of the loop, defined as the distance between the P atoms at the junction a9 and at the junction a9′, decreases with the length of helix H2 until H2 = 5 and then increases (Fig. 2A). In general, the volume exclusion between a loop and the helix that the loop spans across is highly significant and must be accounted for in the calculation of conformational entropy. For example, for loop L3, the excluded volume interaction from helix H3 is overwhelmingly stronger than that from helices H1 and H2 (Fig. 2C). Moreover, for kissing complexes, loops (such as L1 and L3) could be in a close proximity, causing excluded volume-induced coupling between loop conformations (Fig. 2B).

In conclusion, the evaluation of loop entropy requires consideration of the loop conformations in the context of the global fold instead of individual, isolated loops.

Kissing-loop entropy

We calculate the kissing-loop entropy using exact enumeration method (Cao and Chen 2005, 2006b); for the calculated entropy as a function of the lengths of stem H2 and loops L1 and L3 with fixed loop length of 1 nt for L2 and L4 (Table 1). Here the loop and stems lengths are chosen according to experiments (Mujeeb et al. 1998).

The computational time for the exact enumeration increases exponentially as the loop length. In order to efficiently enumerate the loop conformations, we restrict the lengths of loops L1 and L3 ≤ 7 nt. For large loops, we use the following fitted formula:

$$\ln \omega_{H1,L1,L3} = a \ln(L1 - 4) + 2b(L1 - 5) + b, L1 ≤ 7\text{nt and } L3 > 7\text{nt}$$

$$\ln \omega_{H1,L3,L1} = a \ln(L3 - 4) + 2b(L3 - 5) + b, L3 ≤ 7\text{nt and } L1 > 7\text{nt},$$

where $\omega_{H1,L1,L3}$ is the number of conformations for given lengths of H1, L1, and L3, and a and b are the coefficient listed in Table 2. The coefficients a and b are functions of the stem length H2 and loop length (L1 or L3). Due to the symmetric spatial arrangement of loops L1 and L3 in the structure, $\ln \omega_{H1,L1,L3}$ (L1 ≤ 7 nt and L3 > 7 nt) and $\ln \omega_{H1,L3,L1}$ (L3 ≤ 7 nt and L1 > 7 nt) have the similar coefficients (a and b).

For L1 > 7 nt and L3 > 7 nt, we use the following fitted formula:

$$\ln \omega_{H1,L1,L3} > 7, L1 > 7 = a \ln(L1 - 4) + 2.04(L1 - 5) + \omega_{H1,5,L3},$$

where $\omega_{H1,5,L3}$ can be calculated from Equation 1.
The conformational entropy of a coil state can be fitted as
\[ \ln \omega_{\text{coil}}(l) = 2.05l + 0.21, \]
where \( l \) is the chain length of loop \( L_1 \) or \( L_3 \), and \( \omega_{\text{coil}} \) is the number of conformations of the coil state.

The entropy change for the formation of the kissing-loop complex is given by \( \Delta S = k_B \ln(\omega_{H_2,L_1,L_3}/\omega_{\text{coil}}) \), where \( k_B \) is the Boltzmann constant. \( \Delta S \) is dependent on the length of stem \( H_2 \) and the lengths of loops \( L_1 \) and \( L_3 \).

In summary, based on the Vfold model, we calculate the entropy parameters for the formation of the kissing complex. We note that compared with the Gaussian chain approximation-based entropy calculation (Isambert and Siggia 2000), the present Vfold model has the advantage of explicitly accounting for the excluded volume between helix and loop and between loops. In the following sections, based on the entropy parameters for the kissing-loop complex, we develop a recursive algorithm to compute the partition function and the energy landscape of RNA/RNA kissing complex.

### Partition function

At the center of the statistical thermodynamics is the partition function. In a previous study (Cao and Chen 2006a), we developed a method to transform the double-stranded complex into an equivalent single-stranded chain by introducing a 3-nt phantom linker. With the phantom linker, the partition function for the two-strand complex can be evaluated from the effective single-stranded chain through the use of the following two types of structures that are closed by a base pair \((a,b)\):

- type-1 if the phantom linker resides inside a closed region \(a\) to \(b\) (e.g., Fig. 3C,D)
- type-0 otherwise (e.g., Supplemental Fig. S1a)

Here a closed region is formed either by a pseudoknotted structure or by a structure whose ends are closed by a base pair, such as the structures for the chain segments from nucleotide \(a_i\) to nucleotide \(b_i\) \((i = 1, 2, \ldots, n)\) in Supplemental Figure S1a. In the

### Table 1

In the table, we label the calculated conformational entropies \([\ln(\omega_{H_2,L_1,L_3})]\) of the kissing complex at different stem lengths and different loop lengths.

| \( H_2 \) = 3 | \( L_3 \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | \( H_2 \) = 4 | \( L_3 \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| \( L_1 = 2 \) | — | 0 | 0 | 1.8 | 2.6 | 4.2 | 5.8 | — | 1.1 | 0.7 | 1.4 | 3.4 | 5.0 | 6.7 | 7.8 |
| \( L_1 = 3 \) | — | 0 | 0 | 1.6 | 1.1 | 1.4 | 1.7 | 2.5 | — | 0.7 | 1.4 | 0.7 | 3.4 | 4.9 | 6.6 | 8.0 |
| \( L_1 = 4 \) | — | 1.8 | 1.6 | 3.8 | 4.2 | 5.8 | 7.4 | — | 1.4 | 0.7 | — | 2.7 | 4.1 | 5.7 | — |
| \( L_1 = 5 \) | — | 2.6 | 1.1 | 4.2 | 4.1 | 5.4 | 7.0 | — | 3.4 | 2.7 | 5.3 | 6.7 | 8.4 | — |
| \( L_1 = 6 \) | — | 4.2 | 1.4 | 5.8 | 5.4 | 6.3 | 7.8 | — | 5.0 | 4.9 | 4.1 | 6.7 | 7.9 | 9.5 | — |
| \( L_1 = 7 \) | — | 5.8 | 2.5 | 7.4 | 7.0 | 7.8 | 9.3 | — | 6.7 | 6.6 | 5.7 | 8.4 | 9.5 | 11.2 | — |
| \( H_2 = 5 \) | \( L_3 \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | — | 2 | 3 | 4 | 5 | 6 | 7 |
| \( L_1 = 1 \) | 0 | 1.4 | 1.4 | 2.8 | 3.7 | 5.2 | 6.7 | — | — | — | — | — | — | — | — |
| \( L_1 = 2 \) | 1.4 | 2.8 | 2.4 | 4.1 | 4.8 | 6.3 | 7.8 | — | 0 | 0.7 | 1.1 | 2.2 | 3.3 | 4.7 | — |
| \( L_1 = 3 \) | 1.4 | 2.4 | 2.1 | 3.7 | 4.4 | 5.8 | 7.3 | — | 0.7 | 1.8 | 2.3 | 3.7 | 5.1 | 6.7 | — |
| \( L_1 = 4 \) | 2.8 | 4.1 | 3.7 | 5.4 | 6.1 | 7.6 | 9.0 | — | 1.1 | 2.3 | 2.7 | 4.0 | 5.2 | 6.8 | — |
| \( L_1 = 5 \) | 3.7 | 4.8 | 4.4 | 6.1 | 6.8 | 8.3 | 9.7 | — | 2.2 | 3.7 | 4.0 | 5.5 | 6.6 | 8.2 | — |
| \( L_1 = 6 \) | 5.2 | 6.3 | 5.8 | 7.6 | 8.3 | 9.7 | 11.2 | — | 3.3 | 5.1 | 5.2 | 6.6 | 7.6 | 9.2 | — |
| \( L_1 = 7 \) | 6.7 | 7.8 | 7.3 | 9.0 | 9.7 | 11.2 | 12.6 | — | 4.7 | 6.7 | 6.8 | 8.2 | 9.2 | 10.9 | — |
| \( H_2 = 7 \) | \( L_3 \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | — | 2 | 3 | 4 | 5 | 6 | 7 |
| \( L_1 = 2 \) | — | — | — | — | — | — | — | — | 0 | 2.2 | 4.1 | 6.1 | — | — | — |
| \( L_1 = 3 \) | — | — | — | — | — | — | — | — | 0 | 2.2 | 4.1 | 6.1 | — | — | — |
| \( L_1 = 4 \) | — | — | — | — | — | — | — | — | 0 | 2.2 | 4.1 | 6.1 | — | — | — |
| \( L_1 = 5 \) | — | — | — | — | — | — | — | — | 0 | 2.2 | 4.1 | 6.1 | — | — | — |
| \( L_1 = 6 \) | — | — | — | — | — | — | — | — | 0 | 2.2 | 4.1 | 6.1 | — | — | — |
| \( L_1 = 7 \) | — | — | — | — | — | — | — | — | 0 | 2.2 | 4.1 | 6.1 | — | — | — |

The conformational entropies are calculated from the Vfold model. The unit of the entropies is \((k_B)\). As a special case for the specific kissing complex formed in the TAR-TAR* complex (Lebars et al. 2008), the loop lengths of \( L_1 \) and \( L_3 \) are zero and the length of \( H_2 \) is 6 bp. As an approximation, we fix the value of \( \ln(\omega_{H_2,L_1,L_3}) \) to 0 (not listed in the Table).
The fitted parameters $a$ and $b$ are shown in the table.

The purpose of defining four different types of structures is to account for the base pairing at the junctions and hence the viability of the connections between the different structural subunits (Chen and Dill 1995; Zhang and Chen 2001; Cao and Chen 2006a; Kopeikin and Chen 2006; Chen 2008; Liu and Chen 2010).

A key step here is the partition function calculation for the four open structures $O^{(t)}_{a,b,l}$ ($x = 0, 1; t = M, L, R, LR$) for

where $a_1$ is the first nucleotide being paired, and $b_n$ is the last nucleotides being paired in 5' to 3' direction (see Supplemental Fig. S1b; Chen and Dill 1998):

- **type-LR** if $a_1$ is adjacent to $a$ (i.e., $a_1 = a + 1$) and $b_n$ is adjacent to $b$ (i.e., $b_n = b - 1$)
- **type-L** if only $a_1$ is adjacent to $a$
- **type-R** if only $b_n$ is adjacent to $b$
- **type-M** if neither $a_1$ nor $b_n$ is adjacent to $a$ or $b$

The present study, we extend the previous algorithm, which can only treat RNA secondary structures (Cao and Chen 2006a), to predict the folding thermodynamics and the structure for RNA–RNA complexes with kissing interactions. In particular, we consider two types of kissing interactions (see Fig. 3A,B): kissing contact between hairpin loops (Fig. 3A) and between a hairpin loop and a dangling tail (Fig. 3B). For structures shown in Figure 3, the phantom linker (filled circles) resides inside the region from $a$ to $b$ and thus is a type-1 structure.

A difference between the current study and a previous model (Cao and Chen 2006a) is that we now allow the formation of kissing-loop complexes (Fig. 3C) for the type-1 open conformations $O^{(t)}_{a,b,l}$ illustrated below), and $I$ is the number of unpaired nucleotides outside the closed structures ($C^s_{a \in K}$ in Fig. 3) plus the number of the closed structures. The four types are defined according to the $(a, b)$ positions relative to the $(a_1, b_n)$,
Cao and Chen

different $a$s and $b$s. We calculate the partition function for a longer chain from shorter chain segments using the following recursive relationships: Supplemental Figure S2 shows the recursive relationships for the four types of open structures. Though only secondary structures ($C^S_{a,b}$) are shown in Supplemental Figure S2 (for illustrative purpose), in the actual partition function calculation, kissing structures ($C^G_{a,b}$) are included in the recursive relationships. For the kissing structures, we restrict $x = 1$ since the phantom linker is always inside the kissing structure (see Fig. 3A,B).

\[ O^G_{1}(a, b, l) = O^G_{2}(a, b, l-1) + O^G_{4}(a, b, l-2) \]

\[ O^G_{5}(a, b, l) = O^G_{4}(a, b, l-1) + O^G_{6}(a, b, l-1) \]

The physical origin of an additional phantom linker is always inside the kissing structure (see Fig. 3A,B).

\[ O^S_{1}(a, b, l) = O^S_{2}(a, b, l-1) + O^S_{2}(a, b, l-1) \]

\[ O^S_{2}(a, b, l) = O^S_{3}(a, b, l) + O^S_{4}(a, b, l) \]

RESULTS AND DISCUSSION

Test of energetic parameters

From the temperature-dependence of the partition function $Z(T)$, we can compute the melting transition temperature $T_c$ for a given sequence: $C(T) = \frac{d}{dT} \ln Z(T)$. In the calculation, we use the individual nearest-neighbor hydrogen bonding (INN-HB) model for the stacking energies (Xia et al. 1998). The INN-HB model has been shown to give more accurate base pair predictions than the prior models (Freier et al. 1986). We calculate the melting curves for four RNA duplexes (Fig. 4A,B; Weixlbaumer et al. 2004). To compare with the experimental results, we use the same solution condition as the experimental condition (1 M NaCl solution condition and 9 × 10^{-6} M for RNA strand concentration) (Weixlbaumer et al. 2004). The predicted melting temperatures, 40°C, 47°C, and 50°C, agree with the experimental results, 40°C, 43.3°C, and 48.4°C for the duplexes D2, D3 and D4, respectively. For D1, we predicted that the melting temperature is 8°C, which cannot be detected in the experiment in which the monitored temperature is higher.
FIGURE 4. (A) The eight sequences used to calculate the melting curves for experimental test. The calculated melting curves for four duplexes (B) and four kissing complexes (C). In the calculation, the ion condition is 1 M NaCl. The RNA strand concentrations are 9 M for the duplex and the kissing complexes, respectively. The predicted melting temperatures for the duplexes D2, D3, and D4 are 40°C, 47°C, and 50°C, which agree with the experimental values: 40°C, 43.3°C, and 48.4°C (Weisblauber et al. 2004). For sequence D1, we predicted a melting temperature of 8°C. The temperatures for melting the kissing complexes K1, K2, K3, and K4 are 32°C, 55°C, 62°C, and 65°C, which are close to the experimental values: 32°C, 57°C, 64.7°C, and 67.3°C (Weisblauber et al. 2004).

than the melting temperature. Thus, the INN-HB model provides a good approximation for the stacking energies.

To test our theory for the formation of kissing loop complexes, we use the calculated entropy parameters for the kissing loops (see Tables 1, 2) to predict the melting curves of a series of experimentally studied kissing complexes (K1, K2, K3, and K4 in Fig. 4A). In order to make direct comparisons with the experimental data, we again use the same ion concentration 1 M NaCl and RNA strand concentration 10⁻³ M as used in the experiment. The NMR structures for the kissing complexes show coaxial stacking between stems H₁ and H₂ and between H₂ and H₃. Thus, we add a sequence-dependent energy parameters for each coaxial stacking (Walter and Turner 1994). The melting curves for the kissing complexes show two peaks. Our structural calculation for the different temperatures indicate that the low-temperature peak corresponds to the unzipping of the intermolecular base pairs in the kissing complex, and the high-temperature peak corresponds to the unfolding of two single-stranded hairpins. The predicted melting temperatures, 32°C, 55°C, 62°C, and 65°C for K1, K2, K3, and K4, respectively, are in close agreement with the experimental results 32°C, 57°C, 64.7°C, and 67.3°C (see Fig. 4C). The theory-experiment test suggests the validity of our entropy model for the kissing complex. In the following section, we apply the model to investigate folding thermodynamics and the energy landscapes for a series of kissing complexes, including the HIV-1 DIS complex.

Figure 5A shows the predicted native structure for K4 complex at 37°C, which is a kissing complex. By using the entropy of the kissing complex in Table 1, we can estimate the free energy of the K4 complex [ΔG(kissing)]; see Equation 4.

\[
\Delta G(\text{kissing}) = \Delta G(H_1) + \Delta G(H_2) + \Delta G(H_3) + \Delta G_{\text{GCX}}(H_1/H_2) + \Delta G_{\text{GCX}}(H_2/H_3),
\]

where \(\Delta G(H_1), \Delta G(H_2), \text{ and } \Delta G(H_3)\) are the free energies of stems H₁, H₂, and H₃, respectively. \(\Delta G_{\text{GCX}}(H_1/H_2)\) is the coaxial stacking energy between stem H₁ and H₂, and \(\Delta G_{\text{GCX}}(H_2/H_3)\) is the coaxial stacking energy between stem H₂ and H₃. \(\Delta S(\text{kissing})\) is the entropy change associated with the formation of the kissing loop. \(\Delta S(\text{single bulge loop})\) is the entropy of the single bulge loop A, which connects H₁ and H₂.

Based on the INN-HB model (Xia et al. 1998), we can obtain that \(\Delta G(H_1), \Delta G(H_2), \text{ and } \Delta G(H_3)\) are equal to −15.5, −14.1, and −15.5 kcal/mol, respectively. The coaxial stacking energies \(\Delta G_{\text{GCX}}(H_1/H_2)\) and \(\Delta G_{\text{GCX}}(H_2/H_3)\) are equal to −4.0 and −3.9 kcal/mol (Walter and Turner 1994), respectively. Equation 5 gives the calculation of the entropy change associated with the formation of the kissing complex:

\[
\Delta S(\text{kissing}) = k_B \ln(\omega_{6,2,2}) \text{ from Table 1} - k_B \ln(\omega_{\text{coil}}(2, 2)) = k_B (0 - 8.6) = -8.6k_B.
\]

The free energy of the kissing complex ΔG(kissing) is equal to:

\[
\Delta G(\text{kissing}) = -15.5 - 14.1 - 15.5 - 4.0 - 3.9 + 5.3 + 7.2 = -40.5 \text{ (kcal/mol)}.
\]

In addition, we further test the model’s accuracy on predicting the structures of the trans-activating responsive (TAR)–RNA kissing complexes. The RNA aptamer shows a high affinity to bind TAR RNA element by forming the loop–loop kissing interactions. Figure 6 shows the predicted structures of TAR-TAR\(^+\)(GA) and TAR-R06 complexes at room temperature. In the predicted structures, both TAR-TAR\(^+\)(GA) and TAR-R06 contain a 6-bp intermolecular kissing interactions. The predicted structures are the same as that of the experimental measured structures (Lebars et al. 2008).

**Folding thermodynamics**

All the four kissing complexes show two-transition pathways in the equilibrium thermal unfolding (Fig. 4C). To predict
the unfolding pathways, we compute the base-pairing probabilities at three different representative temperatures (Fig. 5A–C), corresponding to the temperatures below the lower melting temperature, between the lower and higher melting temperatures, and above the higher melting temperature. In the calculation, the RNA strand concentration is $10^{-5}$ M, which is the same as the above melting curve calculation. At low temperature ($37^\circ$C), the stable structure is the kissing complex. At $T = 65^\circ$C, the kissing complex is partially unzipped and the single-strand RNA hairpin is partially formed (Fig. 5E). This confirms that the first peak corresponds to the unzipping of the kissing complex. At $T = 75^\circ$C, the kissing complex is completely converted to the single-strand hairpin structure. The single-strand hairpin structure is much more stable and is disrupted at a high temperature ($T = 110^\circ$C).

Experimental studies indicate that thermal heating can induce the conformational switch from the kissing complex to the extended-duplex dimer (Muriaux et al. 1996a). Our model for the formation of RNA–RNA kissing complex allows us to quantitatively analyze the transition. For the HIV-1 (Mal) DIS complex, our results show that the kissing complex has

![Figure 5](image-url)

**FIGURE 5.** (A–C) The density plot for the base-pairing probabilities and the predicted stable structure for the RNA/RNA complex at the different temperatures. The kissing complex is partially unfolded at $65^\circ$C, which corresponds to the first peak in the melting curve. (D–F) The density plot for the base-pairing probabilities and the predicted stable structure for a single stranded RNA at the different temperatures. At $75^\circ$C, the population of the kissing complex completely converts to a hairpin structure. The hairpin structure is completely unfolded at $110^\circ$C.
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**FIGURE 6.** The density plot for the base-pairing probabilities and the predicted stable structure for TAR/TAR*(GA) (A) and TAR/R06 (B) complexes at room temperature. In the calculation, the ion concentration is 0.1 M Na$^+$ and the RNA strand concentration is 1 mM, which are adopted from the experiment (Lebars et al. 2008).
a population of 16% at room temperature (Fig. 7). The RNA strand concentration that we used is 150 μM, which is adopted from the experiment (Ennifar et al. 2001). As the temperature is increased, the kissing complex is destabilized. The population of the kissing-loop complex decreases and the population of the extended-duplex dimer increases, which is consistent with the experimental observation (Muriaux et al. 1996a).

Energy landscape of HIV-1 DIS complex and implications on the two-step dimerization process

The dimerization process is essential for the HIV-1 replication. From the structural and functional studies, a two-step dimerization process has been proposed (Muriaux et al. 1996a,b). First, the kissing-loop complex is formed. Due to temperature increase or protein binding, the kissing-loop dimer undergoes a conversion to form the extended-duplex dimer. Due to the lack of the thermodynamic parameters for the kissing-loop dimer, it has been difficult to determine the relative population of each dimer at the different temperatures. Both the kissing-loop dimer and the extended-duplex dimer have been found in the structural measurement by the same research group (Ennifar et al. 1999, 2001). It would be intriguing to know if the kissing-loop dimer is a kinetic intermediate or a thermodynamic stable state at room temperature. Our present model provides a useful tool to quantitatively predict the thermodynamic stabilities for the different dimers by computing the free energy landscape of the two-stranded system.

In the free energy landscape calculation, we use 1 M NaCl concentration and room temperature for the solution condition and 150 μM for the RNA strand concentration (Ennifar et al. 2001). We note that a recent thermodynamic study (Lorenz et al. 2006) suggests that the 1 M NaCl may be equivalent to the physiological ionic concentration. Therefore, the energy landscape in 1 M NaCl might provide useful information for HIV-1 DIS in vivo.

The predicted free energy landscape shows similar shapes for HIV-1 Mal and type-f (Fig. 8). The landscapes show two free energy minima, indicating two coexisting structures (I and II) at room temperature. The energy landscape shows that one sequence encodes two alternative dimeric structures. The result echoes an earlier similar finding for the HDV ribozyme (Schultes and Bartel 2000). Our structural (base-pairing probability) calculations show that the free energy minima correspond to the kissing-complex dimer and extended-duplex dimer, respectively. The free energy of (I, II) is (−29.0 kcal/mol, −28.1 kcal/mol) and (−28.0 kcal/mol, −28.1 kcal/mol) for Mal and type-f, respectively. The extended-duplex dimer in Mal is slightly more stable than that of type-f since the A.G mismatch is more stable than A.A mismatch. The results suggest that the kissing-complex dimer has a comparable stability as the extended-duplex dimer for the two types of HIV-1 DIS that we studied, and the kissing-complex dimer can be formed as a thermodynamically (meta)stable state at room temperature.

Moreover, based on the NMR structure and the computational study, we find that the kissing-complex dimer is stabilized by the coaxial stacking. Binding of protein NCp7 to the kissing-loop complex could disrupt the coaxial stacking and thus destabilize the kissing-loop complex, resulting in the transition from the kissing-loop dimer to the extended-duplex dimer. We note that ligand or protein-binding can induce the conformational change and regulate gene expression (Tucker and Breaker 2005; Wickiser et al. 2005; Laederach 2007; Greenleaf et al. 2008; Montange and Batey 2008), and a similar mechanism for protein binding-induced structural change has been proposed for the activation of a conformational switch for yeast U2/U6 spliceosomal RNA complex during the mRNA splicing (Cao and Chen 2006a).

**FIGURE 7.** The density plot for the base-pairing probabilities and the predicted stable structure for HIV-1 Mal dimer. At room temperature, the kissing-loop dimer and extended-duplex dimer coexist. The extended-duplex dimer is more stable than the kissing-loop dimer. The kissing-complex dimer converts to the extended-duplex dimer as temperature increases.
Our proposed mechanism is consistent with our predicted unfolding pathways, which show the population of the extended-duplex dimer becomes more dominant as the temperature increases.

3D structures of the dimers

Recently, several models have been developed for the prediction of RNA structures (Michel and Westhof 1990; Tan et al. 2006; Das and Baker 2007; Shapiro et al. 2007; Das and Baker 2007; Parisien and Major 2008; Rother et al. 2011; Westhof et al. 2011). These models are good at predicting some structures at high-accuracy resolution. For example, the de novo prediction models (Das and Baker 2007; Ding et al. 2008; Parisien and Major 2008) can accurately predict the simple and short hairpin structures. However, the models cannot predict the kissing complex. The ability of the Vfold model (Cao and Chen 2011) makes the prediction of kissing complexes possible. In addition, the free energy landscape allows us to go beyond the native state by predicting all the free energy minima.

The virtual bond conformations account only for the coordinates of the P, C₄, and N₁ or N₉ atoms. To predict the all-atom structure, we use a multiscale strategy. First, we use the virtual-bond model to calculate the free energy landscape based on conformations described by base pairs. Our entropy model allows for a rigorous sampling of the conformational space. Second, for each free energy minimum, we construct the 3D structure as illustrated below.

FIGURE 8. The free energy landscape for the HIV-1 dimer at room temperature. Two stable structures (I, II) coexist in the HIV-1 dimer. Structure I corresponds to the extended-duplex dimer, and II corresponds to the kissing-loop dimer. Two different types of species (Mal and Type f) (A and B, respectively) have the similar energy landscape profile. In the energy landscape, N and NN are the numbers of the native and non-native base pairs, respectively.
We first perform 1000 steps minimization with 500.0 kcal/mol restraints on all the residues in the target RNA molecule. Following the 1000 steps minimization, we run another 2000 steps minimization without restraints. We use a 12 Å layer of TIP3PBOX water molecules to explicitly consider the solvent. In the energy refinement, the negative charge in phosphate is neutralized by Na+. We use the command “addions” in AMBER 9 to add Na+ until the total charge of the whole system is zero (Case et al. 2006). The nonbonded interactions are cut at 12 Å. The energy minimization is performed with the sander of AMBER 9 (Pearlman et al. 1995; Wang et al. 2000). We use the standard input parameters to run the minimization with and without restraints (see the Supplemental Tables 1, 2). In the input, we set ntb = 1 to turn the Particle Mesh Ewald (PME) method on.

We note that the minimization does not cause significant changes in the structure. The purpose of using AMBER minimization is to remove the clashes in the Vfold-predicted coarse-grained structural model (see Fig. 9B). The resultant refined structure (Fig. 9B) has an all-atom root-mean-square deviation (RMSD) of 3.1 Å when we optimally superimposed on the relative NMR structure (Protein Data Bank [PDB] identification, 1xpe) (see Fig. 9D). In addition, we use the same template of Figure 9C to predict the 3D structure of HIV-1 type-f with an all-atom RMSD of 3.3 Å (PDB structure, 1yxp). For the extended-duplex dimer (structure 1 on the energy landscape), using the same method, we can build the 3D structure with an RMSD of 2.9 Å (PDB structure, 462d) (see Fig. 9F; Ennifar et al. 1999). As a future development, either molecular dynamics simulation (Cheatham and Case 2006; Réblova et al. 2007; Sarzyńska et al. 2008) or elastic network modeling (Tirion 1996; Wang et al. 2004; Lu and Ma 2005; Yang et al. 2009) can be used to investigate the fluctuation dynamics of the predicted 3D structures. The dynamic information of the structures would be useful for us to understand the potential relationship between the RMSD and the structural flexibility.

CONCLUSIONS

The reduced (virtual bond) conformational model for RNA allows us to compute the entropy parameters for RNA–RNA kissing complexes. Based on the entropy parameters for the loops/junctions and the nearest neighbor free energy model for the helices, we developed a statistical mechanical model to predict the free energy landscapes and structures from the nucleotide sequence. Tests with the experimental data show good theory-experiment agreements for the thermal stability (such as the melting temperatures).

Application of the theory to the free energy landscape and folding thermodynamics of HIV-1 DIS complex reveals two stable structures at room temperature, corresponding to the kissing-loop dimer and the extended-duplex dimer. In

**FIGURE 9.** (A) The virtual bond representation of the kissing-loop dimer. (B) The all-atom structure built from the virtual bond structure. (C) The predicted structure for HIV-1 (Mal) kissing-loop dimer after energy minimization. (D–F) The predicted 3D structure (purple-blue) for the kissing-loop dimer and extended-duplex dimer. The all-atom RMSDs are 3.1, 3.3, and 2.9 Å for the three structures. The predicted structures are superimposed on its corresponding experimental structures (color sand). The PDB ids of the experimental structures are 1xpe, 1yxp, and 462d.
addition, our free energy landscape calculation supports the two-step dimerization process. Binding of protein (such as NCp7) and thermal heating can induce the conformational switch from the kissing-loop dimer to the extended-duplex dimer. Furthermore, using a multiscale approach, we can build the 3D structures for the kissing-loop dimer and extended-duplex dimer. Comparisons with the experimental structural data show a good RMSD of \( \sim 3.0 \text{ Å} \).

Though the theory can treat kissing interactions for RNA–RNA complexes, it is limited by the inability to treat more complex tertiary interactions. For instance, OxyS is a small RNA, which can regulate the gene expression of fhlA. The repression of fhlA is mediated by a complex tertiary interaction between OxyS and fhlA (Argaman and Altuvia 2000). However, the current theory cannot treat for the tertiary interaction in OxyS/fhlA complex. Further development of the current model should include a theory to treat more complex RNA and RNA interactions, such as the ones found in OxyS-fhlA complex.
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